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H1-Galerkin mixed finite element methods are analysed for parabolic partial integro-
differential equations which arise in mathematical models of reactive flows in porous media
and of materials with memory effects. Depending on the physical quantities of interest,
two methods are discussed. Optimal error estimates are derived for both semidiscrete and
fully discrete schemes for problems in one space dimension. An extension to problems
in two and three space variables is also discussed and it is shown that the H1-Galerkin
mixed finite element approximations have the same rate of convergence as in the classical
methods without requiring the LBB consistency condition.
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1. Introduction

Mathematical models describing the nonlocal reactive flows in porous media (Cushman &
Glinn, 1993; Dagan, 1994) and heat conduction through materials with memory (Renardy
et al., 1987; see Ewing et al. (2000) for additional references) give rise to parabolic partial
integro-differential equations of the form

ut + Au +
∫ t

0
B(t, s)u(s) ds = f (x, t), x ∈ Ω , t ∈ (0, T ],

u(x, t) = 0, x ∈ ∂Ω , t ∈ [0, T ], (1.1)

u(x, 0) = u0(x), x ∈ Ω .

Here, Ω is a bounded domain in Rd(d = 1, 2, 3) with boundary ∂Ω , T > 0, A is a
second-order uniformly elliptic and positive definite operator, B is an arbitrary second-
order differential operator, and f and u0 are known functions. When a classical mixed finite
element method is applied to (1.1), we encounter certain difficulties due to the presence of
the integral term (Ewing et al., 2001; Jiang, 1999). However, if the operator B(t, s) is of a
special form, namely, B(t, s) = κ(t, s)A, then a priori error estimates can be derived for
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the classical mixed method, provided the finite element spaces satisfy the LBB consistency
condition. In the first part of this paper, we apply a recently developed mixed method (Pani,
1998) to a one-dimensional version of (1.1) and examine its convergence without requiring
the LBB condition. The specific problem that we consider is

ut − (a(x)ux )x −
∫ t

0
(b(t, s)ux (s))x ds = f (x, t), x ∈ (0, 1), t ∈ (0, T ],

u(0, t) = u(1, t) = 0, t ∈ [0, T ], (1.2)

u(x, 0) = u0(x), x ∈ (0, 1),

where a(x) and b(t, s) := b(x, t, s) are smooth functions with bounded derivatives, f (x, t)
and u0(x) are given functions, and

|b(x, t, s)| � a1, 0 < a0 � a(x) � a1, x ∈ (0, 1), (1.3)

for positive constants a0 and a1. Depending on the physical quantities of interest, we
consider two methods. With

q = a(x)ux +
∫ t

0
b(t, s)ux (s) ds,

we reformulate the parabolic integro-differential equation as the first-order system

a(x)ux +
∫ t

0
b(t, s)ux (s) ds = q, (1.4)

ut − qx = f . (1.5)

If our concern is to approximate σ = a(x)ux accurately, we rewrite (1.2) as the first-order
system

a(x)ux = σ, (1.6)

ut − σx −
∫ t

0
(β(t, s)σ (s))x ds = f, (1.7)

where β(t, s) = b(t, s)/a. We apply H1-Galerkin mixed finite element methods to
both (1.4)–(1.7) and then extend these results to problem (1.1) in two and three space
variables. The proposed methods can be thought of as nonsymmetric versions of least
square methods, and the error analysis yields an optimal rate of convergence for the flux.
For related studies on least square mixed finite element methods, see Carey & Shen (1989);
Neittaanmäki & Saranen (1981a,b,c); Pehlivanov et al. (1993, 1994) and references therein.

Since (1.1) is an integral perturbation of a parabolic problem, it is natural to examine
how far the mixed methods for parabolic problems (Johnson & Thomée, 1981) can be
extended to the present case. It is to be noted that the classical mixed method must
satisfy the LBB consistency condition on the approximating subspaces and this restricts
the choice of finite element spaces. For example, the Raviart–Thomas spaces of index
r � 0 are commonly used for classical mixed methods. However, when these methods
are applied to (1.4)–(1.7), we encounter some difficulties in the error analysis due to the
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presence of the integral term. We have also observed that when B(t, s) = κ(t, s)A in (1.1),
the classical method yields optimal convergence for approximating q or σ provided the
finite element spaces satisfy the LBB consistency condition. In order to circumvent these
difficulties, we extend the analysis of Pani (1998) to (1.4), (1.5) and (1.6), (1.7). The other
notable advantage of this approach is that the approximating finite element spaces Vh

(approximating u) and Wh (approximating q or σ ) are allowed to be of different polynomial
degrees. Moreover, we note that, for L2- and H1-error estimates, we do not require a quasi-
uniformity condition on the finite element mesh.

In the literature, there are only a few results concerning the analysis of the classical
mixed methods for (1.1); see, for example, Ewing et al. (2001); Jiang (1999). In Jiang
(1999), the author discussed a special case of (1.1) and derived a priori estimates for a
multidimensional formulation of (1.4), (1.5). In Ewing et al. (2001), a classical mixed
formulation is derived for the system

ux = αq +
∫ t

0
R(t, s)αq(s) ds,

ut − qx = f,

(cf., (1.4), (1.5)), where α = 1/a and R(t, s) is the resolvent of αb(t, s) defined by

R(t, s) = αb(t, s) +
∫ t

0
αb(t, τ )R(τ, s) ds, t > s > 0.

Error estimates are obtained for the multidimensional problem using the LBB consistency
condition.

Earlier work on finite element approximations to (1.1) is described in Cannon & Lin
(1988, 1990); Lin et al. (1991); Pani et al. (1992); Sloan & Thomée (1986); Yanik &
Fairweather (1988) and references therein. For generalized finite difference schemes, a
convergence analysis is given in Pani et al. (1991) and finite volume methods applied
to (1.2) are studied in Ewing et al. (2000).

A brief outline of this paper is as follows. In section 2, semidiscrete H1-Galerkin
mixed finite element approximations are discussed for both (1.4), (1.5) and (1.6), (1.7),
and optimal error estimates are derived. Section 3 is devoted to a fully discrete scheme and
the related optimal error estimates are obtained. In Section 4, we extend the H1-Galerkin
mixed finite element methods to problems in two and three space variables and derive
a priori error estimates for the semidiscrete case. Moreover, some comparisons between
classical mixed methods and the present ones are discussed.

Throughout this paper, C denotes a generic positive constant which does not depend
on the spatial mesh parameter h or the time step ∆t .

2. Error estimates for the semidiscrete case

2.1 An H1-Galerkin mixed finite element method for the system (1.4), (1.5)

We denote the natural inner product in L2(I ) by (·, ·), and let H1
0 = {v ∈ H1(I ) : v(0) =

v(1) = 0}. Further, we use the classical Sobolev spaces W m,p(I ), 1 � p � ∞, written as
W m,p. The norm on W m,p is denoted by ‖ · ‖m,p. When p = 2, we write W m,2 as Hm and
denote the norm by ‖ · ‖m .
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For use in the formulation of the H1-Galerkin mixed finite element method for the
system (1.4), (1.5), we consider the following weak formulation: find {u, q} : [0, T ] �→
H1

0 × H1 such that

(aux , vx ) +
∫ t

0
(b(t, s)ux (s), vx ) ds = (q, vx ), v ∈ H1

0 , (2.1)

(αqt , w) + (qx , wx ) = (β(t, t)ux , w) +
∫ t

0
(βt (t, s)ux , w) ds − ( f, wx ), w ∈ H1.

(2.2)

Clearly (2.1) is obtained by multiplying (1.4) by vx and integrating the resulting equation
with respect to x . Equation (2.2) is derived by first multiplying (1.5) by wx and integrating
the first term by parts to give

(utx , w) + (qx , wx ) = −( f, wx ), (2.3)

since ut (0) = ut (1) = 0. Then, on dividing (1.4) by a(x) and differentiating with respect
to t , it follows that

utx = −β(t, t)ux −
∫ t

0
βt (t, s)ux (s) ds + αqt .

Substituting this expression in (2.3) yields (2.2).
Let Vh and Wh be finite-dimensional subspaces of H1

0 and H1, respectively, with the
following approximation properties: for 1 � p � ∞ and k, r positive integers,

inf
vh∈Vh

{‖v − vh‖L p + h‖v − vh‖W 1,p } � Chk+1‖v‖W k+1,p , v ∈ H1
0 ∩ W k+1,p,

and

inf
wh∈Wh

{‖w − wh‖L p + h‖w − wh‖W 1,p } � Chr+1‖w‖Wr+1,p , w ∈ W r+1,p.

The semidiscrete H1-Galerkin mixed finite element method for (2.1), (2.2) consists in
determining {uh, qh} : [0, T ] �→ Vh × Wh such that

(auhx , vhx ) +
∫ t

0
(b(t, s)uhx (s), vhx ) ds = (qh, vhx ), vh ∈ Vh,

(αqht , wh) + (qhx , whx ) = (β(t, t)uhx , wh) +
∫ t

0
(βt (t, s)uhx , wh) ds (2.4)

− ( f, whx ), wh ∈ Wh,

with given uh(0) and qh(0).
For use in the error analysis, we define the Ritz–Volterra projection ũh ∈ Vh by

(a(ux − ũhx ), vhx ) +
∫ t

0
(b(t, s)(ux − ũhx ), vhx ) ds = 0, vh ∈ Vh, (2.5)
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Cannon & Lin (1988, 1990); Lin et al. (1991). Further, we also define an elliptic projection
q̃h ∈ Wh of q (Wheeler, 1973) as the solution of

A(q − q̃h, wh) = 0, wh ∈ Wh, (2.6)

where A(q, w) = (qx , wx ) + λ(q, w). Here λ is chosen so that A is H1-coercive, that is

A(w, w) � ℵ0‖w‖2
1, w ∈ H1, (2.7)

where ℵ0 is a positive constant. Moreover, it is easy to show that A(·, ·) is bounded.
Let ρ = q − q̃h and η = u − ũh . The following estimates for ρ and η are well known

(Pani et al., 1992; Wheeler, 1973): for j = 0, 1,

‖η‖ j + ‖ηt‖ j � Chk+1− j
[
‖u‖k+1 + ‖ut‖k+1 +

∫ t

0
‖u(s)‖k+1 ds

]
, (2.8)

and

‖ρ‖ j � Chr+1− j‖q‖r+1, ‖ρt‖ j � Chr+1− j‖qt‖r+1. (2.9)

Further, for j = 0, 1, and 1 � p � ∞, we have

‖η‖W j,p � Chk+1− j
[
‖u‖W k+1,p +

∫ t

0
‖u(s)‖W k+1,p ds

]
, (2.10)

and

‖ρ‖W j,p � Chr+1− j‖q‖Wr+1,p . (2.11)

Note that, for p = ∞, we require a quasi-uniformity condition on the finite element mesh.
To determine the desired a priori error estimates, we write

u − uh = (u − ũh) + (ũh − uh) := η + ζ,

and
q − qh = (q − q̃h) + (q̃h − qh) := ρ + ξ .

Using (2.1), (2.2) and the projections (2.5), (2.6), we obtain

(aζx , vhx ) +
∫ t

0
(b(t, s)ζx , vhx ) ds = (ρ, vhx ) + (ξ, vhx ), vh ∈ Vh, (2.12)

and

(αξt , wh) + A(ξ, wh) = −(αρt , wh) + λ(ρ + ξ, wh) + (β(t, t)(ηx + ζx ), wh)

+
∫ t

0
(βt (t, s)(ηx + ζx ), wh) ds, wh ∈ Wh . (2.13)

THEOREM 2.1 If q(0) = au0x and qh(0) = q̃h(0), then

‖(u − uh)(t)‖ + ‖(q − qh)(t)‖ + h‖(u − uh)(t)‖1

� Chmin(k+1,r+1)[‖u‖L∞(Hk+1) + ‖q‖L∞(Hr+1) + ‖qt‖L2(Hr+1)].
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Proof. Since estimates of η and ρ are given in (2.8), (2.9), it suffices to bound ζ and ξ . To
this end, we choose vh = ζ in (2.12). Then, using (1.3), the Cauchy–Schwarz inequality
and Young’s inequality (ab � εa2 + b2/4ε, a, b ∈ R, ε > 0), we obtain

(a0 − ε)‖ζx‖2 � C

[
‖ρ‖2 + ‖ξ‖2 +

∫ t

0
‖ζx (s)‖2 ds

]
.

Using the Gronwall lemma, it follows that, for ε sufficiently small, ε = α0/2 say,

‖ζx (t)‖2 � C

[
‖ρ(t)‖2 + ‖ξ(t)‖2 +

∫ t

0
(‖ρ(s)‖2 + ‖ξ(s)‖2) ds

]
. (2.14)

Next, we set wh = ξ in (2.13). Then, on using the coercivity of A, (2.7),

1

2

d

dt
‖α1/2ξ‖2 + ℵ0‖ξ‖2 � −(αρt , ξ) + λ(ρ + ξ, ξ) + (β(t, t)ηx , ξ) + (β(t, t)ζx , ξ)

+
∫ t

0
(βt (t, s)ηx , ξ) ds +

∫ t

0
(βt (t, s)ζx , ξ) ds. (2.15)

Using integration by parts with respect to x ,

(β(t, t)ηx , ξ) = −(βx (t, t)η, ξ) − (β(t, t)η, ξx ). (2.16)

Similarly,∫ t

0
(βt (t, s)ηx , ξ) ds = −

∫ t

0
(βt x (t, s)η, ξ) ds −

∫ t

0
(βt (t, s)η, ξx ) ds. (2.17)

On substituting (2.16) and (2.17) in (2.15) and using the Cauchy–Schwarz inequality and
Young’s inequality, we obtain, for sufficiently small ε,

d

dt
‖α1/2ξ‖2 + (2ℵ0 − ε)‖ξ‖2

1 � C

[
‖ρt‖2 + ‖ρ‖2 + ‖η‖2 + ‖ξ‖2 + ‖ζx‖2

+
∫ t

0
(‖η(s)‖2 + ‖ζx (s)‖2 + ‖ξ(s)‖2

1) ds

]

� C

[
‖ρt‖2 + ‖ρ‖2 + ‖η‖2 + ‖ξ‖2

+
∫ t

0
(‖η(s)‖2 + ‖ρ(s)‖2 + ‖ξ(s)‖2 + ‖ξ(s)‖2

1) ds

]
,

(2.18)

where in the second step we have used (2.14). If we integrate with respect to t , then

‖ξ‖2 +
∫ t

0
‖ξ(s)‖2

1 ds � C

[ ∫ t

0
(‖ρt (s)‖2 + ‖ρ(s)‖2 + ‖η(s)‖2 + ‖ξ(s)‖2) ds

+
∫ t

0

∫ τ

0
(‖η(s)‖2 + ‖ρ(s)‖2 + ‖ξ(s)‖2 + ‖ξ(s)‖2

1) ds dτ

]
.
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On changing the order of integration, it follows that∫ t

0

∫ τ

0
χ2(s) ds dτ � T

∫ t

0
χ2(s) ds, (2.19)

where
χ2(s) = ‖η(s)‖2 + ‖ρ(s)‖2 + ‖ξ(s)‖2.

Thus, an application of the Gronwall lemma and the use of (2.8) and (2.9) yield

‖ξ‖2 +
∫ t

0
‖ξ(s)‖2

1 ds � C

[ ∫ t

0
(‖ρt (s)‖2 + ‖ρ(s)‖2 + ‖η(s)‖2) ds

]

� Ch2 min(k+1,r+1)

∫ T

0
(‖u(s)‖2

k+1 + ‖q(s)‖2
r+1 + ‖qt (s)‖2

r+1) ds.

If, in (2.14), we use this estimate for ‖ξ‖ and (2.9), it follows that

‖ζx (t)‖ � Chmin(k+1,r+1)[‖u‖L2(Hk+1) + ‖q‖L∞(Hr+1) + ‖qt‖L2(Hr+1)]. (2.20)

Since ζ ∈ H1
0 , we have ‖ζ(t)‖ � ‖ζx (t)‖ from the Poincaré inequality. Applying the

triangle inequality with (2.8) completes the proof. �

Note that in Theorem 2.1 it is possible to choose the initial approximation qh(0) as the
L2 projection of q(0) onto Wh .

THEOREM 2.2 Assume that qh(0) = q̃h(0). Then

‖(q − qh)(t)‖1 � Chmin(k+1,r)[‖u‖L∞(Hk+1) + ‖ut‖L2(Hk+1) + ‖q‖L∞(Hr ) + ‖qt‖L2(Hr )],
(2.21)

and, for 1 < p � ∞,

‖(u − uh)(t)‖L p + ‖(q − qh)(t)‖L p � Chmin(k+1,r+1)[‖u‖L∞(W k+1,p) + ‖ut‖L2(Hk+1)

+ ‖q‖L∞(Wr+1,p) + ‖qt‖L2(Hr+1)]. (2.22)

Proof. Since we have a superconvergence result for ζx from (2.20), it is sufficient to obtain
a superconvergence estimate for ξ in the H1-norm. To this end, we choose wh = ξt

in (2.13) to obtain

‖α1/2ξt‖2 + 1

2

d

dt
A(ξ, ξ) = −(αρt , ξt ) + λ(ρ + ξ, ξt ) + (β(t, t)(ηx + ζx ), ξt )

+
∫ t

0
(βt (t, s)(ηx (s) + ζx (s)), ξt ) ds.

Using integration by parts with respect to x ,

(β(t, t)ηx , ξt ) = −(βx (t, t)η, ξt ) − (β(t, t)η, ξt x ),

and ∫ t

0
(βt (t, s)ηx (s), ξt ) ds = −

∫ t

0
(βt x (t, s)η(s), ξt ) ds −

∫ t

0
(βt (t, s)η(s), ξt x ) ds.
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Also, it is easy to show that

−(β(t, t)η, ξt x ) = − d

dt
(βη, ξx ) + (β(t, t)ηt + βt (t, t)η, ξx ),

and

−
∫ t

0
(βt (t, s)η(s), ξt x ) ds = − d

dt

[∫ t

0
(βt (t, s)η(s), ξx ) ds

]
+ (βt (t, t)η(t), ξx )

+
∫ t

0
(βt t (t, s)η(s), ξx ) ds.

Thus,

‖α1/2ξt‖2 + 1

2

d

dt
A(ξ, ξ) = −(αρt , ξt ) + λ(ρ + ξ, ξt ) + (β(t, t)ζx − βx (t, t)η, ξt )

+
∫ t

0
(βt (t, s)ζx (s) − βt x (t, s)η(s), ξt ) ds − d

dt
(βη(t), ξx ) + (βηt + βtη, ξx )

− d

dt

[ ∫ t

0
(βt (t, s)η(s), ξx ) ds

]
+ (βt (t, t)η, ξx ) +

∫ t

0
(βt t (t, s)η(s), ξx ) ds.

On integrating with respect to t and using (2.7), the Cauchy–Schwarz inequality, Young’s
inequality, and (2.19) with appropriate χ(s), we obtain

∫ t

0
‖ξt (s)‖2 ds + ‖ξ(t)‖2

1 � C

[
‖η(t)‖2 +

∫ t

0
(‖ρ(s)‖2 + ‖ρt (s)‖2

+ ‖η(s)‖2 + ‖ηt (s)‖2 + ‖ζx (s)‖2) ds +
∫ t

0
(‖ξ(s)‖2

1 + ‖ξt (s)‖2) ds

]
.

Using the Gronwall lemma followed by (2.8), (2.9) and (2.20) yields

‖ξ‖2
1 +

∫ t

0
‖ξt (s)‖2 ds � Ch2 min(k+1,r+1)

[
‖u(t)‖2

k+1 +
∫ t

0
(‖q(s)‖2

r+1

+ ‖u(s)‖2
k+1 + ‖ut (s)‖2

k+1 + ‖qt (s)‖2
r+1) ds

]
. (2.23)

Note that, from (2.23), we obtain a superconvergence result for ξ in the H1-norm.
However, for the derivation of (2.21), it is possible to reduce the regularity of q and qt by
allowing q ∈ L∞(Hr ) and qt ∈ L2(Hr ). For 1 � p � ∞, we have, from the Sobolev
embedding theorem,

‖ξ(t)‖L p � ‖ξ(t)‖1, ξ ∈ H1,

and
‖ζ(t)‖L p � C‖ζx (t)‖, ζ ∈ H1

0 .

The use of the superconvergence results (2.20) and (2.23) with (2.10), (2.11) and the
triangle inequality completes the proof. �
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REMARK 2.1

(i) From Theorem 2.1 with k = r and using the definition of q, (1.4),

‖(u − uh)‖L∞(L2) + ‖(q − qh)‖L∞(L2) � Chr+1[‖u‖L∞(Hr+2) + ‖ut‖L2(Hr+2)].
Further, from the superconvergence result (2.20) and the estimate (2.8), we obtain

‖(u − uh)(t)‖1 � Chmin(k,r+1)[‖u‖L∞(Hk ) + ‖q‖L∞(Hr+1) + ‖qt‖L2(Hr+1)].
For r + 1 = k, we obtain

‖u − uh‖L∞(H1) = O(hk),

whereas from Theorem 2.2 for k + 1 = r , we have the estimate

‖q − qh‖L∞(H1) = O(hr ).

Hence, the order of convergence corresponds to the degree of the polynomials used
in the corresponding finite element spaces.

(ii) When B(t, s) = κ(t, s)A with a smooth kernel κ , it is possible to apply the
classical mixed method. The convergence analysis may be obtained using the LBB
consistency condition. As was pointed out in Pani (1998) in the case of parabolic
problems, the present method provides a better rate of convergence for the error
q − qh than the conventional use of linear elements, without appealing to the LBB
consistency condition.

2.2 An H1-Galerkin mixed finite element method for the system (1.6), (1.7)

We now discuss the convergence of an H1-mixed method applied to the system (1.6), (1.7).
This method is based on the following weak formulation: find {u, σ } : [0, T ] �→ H1

0 × H1

such that

(aux , vx ) = (σ, vx ), v ∈ H1
0 , (2.24)

(ασt , w) + (σx , wx ) +
∫ t

0
(β(t, s)σx (s) + βx (t, s)σ (s), wx ) ds = −( f, wx ), w ∈ H1,

(2.25)

where α = 1/a and β = b/α as before. To obtain (2.24), we first multiply (1.7) by −wx

and integrate the first term in the resulting equation by parts, which yields

(utx , w) + (σx , wx ) +
∫ t

0
(βx (t, s)σ (s) + β(t, s)σx (s), wx ) ds = −( f, wx ),

using the fact that ut (0) = ut (1) = 0. Since ut = ασt from (1.6), we then obtain (2.25).
With finite element spaces Vh and Wh , we define the semidiscrete H1-Galerkin mixed

finite element approximation {uh, σh} : [0, T ] �→ Vh × Wh by

(auhx , vhx ) = (σh, vhx ), vh ∈ Vh, (2.26)

(ασht , wh) + (σhx , whx ) +
∫ t

0
(β(t, s)σhx (s) + βx (t, s)σh(s), whx ) ds

= −( f, whx ), wh ∈ Wh, (2.27)
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with initial approximations uh(0) and σh(0) defined later.
To derive the error estimates, we employ the projections ûh, σ̂h defined by

(a(ux − ûhx ), vhx ) = 0, vh ∈ Vh, (2.28)

A(σ − σ̂h, wh) +
∫ t

0
(b(t, s)(σx − σ̂hx ) + βx (t, s)(σ − σ̂h), whx ) ds = 0, wh ∈ Wh,

(2.29)

where A(φ, χ) = (φx , χx ) + λ(φ, χ). As before, the constant λ is chosen so that the
bilinear form A(·, ·) is H1-coercive.

With η̂ = u − ûh and ρ̂ = σ − σ̂h , the following estimates are well known (Pani et al.,
1992; Wheeler, 1973): for j = 0, 1,

‖η̂‖ j � Chk+1− j‖u‖k+1, ‖η̂t‖ j � Chk+1− j‖ut‖k+1, (2.30)

and

‖ρ̂‖ j + ‖ρ̂t‖ j � Chr+1− j
[
‖σ‖r+1 + ‖σt‖r+1 +

∫ t

0
‖σ(s)‖r+1 ds

]
. (2.31)

Moreover, for j = 0, 1, and 1 � p � ∞, we have

‖ρ̂‖W j,p � Chr+1− j
[
‖σ‖Wr+1,p +

∫ t

0
‖σ(s)‖Wr+1,p ds

]
, (2.32)

and

‖η̂‖W j,p � Chk+1− j‖u‖W k+1,p . (2.33)

Again, for p = ∞, the finite element mesh is required to be quasi-uniform.
With u−uh = (u−ûh)+(ûh−uh) := η̂+ζ̂ , and σ−σh = (σ−σ̂h)+(σ̂h−σh) := ρ̂+ξ̂ ,

the equations for ζ̂ and ξ̂ may be written as

(aζ̂x , vhx ) = (ρ̂, vhx ) + (ξ̂ , vhx ), vh ∈ Vh, (2.34)

and

(αξ̂t , wh) + A(ξ̂ , wh) +
∫ t

0
(β(t, s)ξ̂x (s) + βx (t, s)ξ̂ (s), whx ) ds

= −(αρ̂t , wh) + λ(ρ̂ + ξ̂ , wh), wh ∈ Wh . (2.35)

THEOREM 2.3 With σ(0) = au0x , assume that σh(0) = σ̂h(0). Then

‖(σ − σh)(t)‖ � Chr+1[‖σ‖L∞(Hr+1) + ‖σt‖L2(Hr+1)],
‖(u − uh)(t)‖ � Chmin(k+1,r+1)[‖u‖L∞(Hk+1) + ‖σ‖L∞(Hr+1) + ‖σt‖L2(Hr+1)],

and

‖(u − uh)(t)‖1 � Chmin(k,r+1)[‖u‖L∞(Hk+1) + ‖σ‖L∞(Hr+1) + ‖σt‖L2(Hr+1)].
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Proof. In light of (2.30), (2.31), it is sufficient to derive estimates for ζ̂ and ξ̂ . Thus, if we
set vh = ζ̂ in (2.34) and use (1.3), it is easy to show that

‖ζ̂x‖ � C(‖ρ̂‖ + ‖ξ̂‖). (2.36)

Further, choosing wh = ξ̂ in (2.35) and applying standard arguments, we obtain

d

dt
‖α 1

2 ξ̂‖2 + ‖ξ̂‖2
1 � C

[
‖ρ̂t‖2 + ‖ρ̂‖2 + ‖ξ̂‖2 +

∫ t

0
‖ξ̂ (s)‖2

1 ds

]
.

If we integrate with respect to t and use the boundedness of α, then an application of the
Gronwall lemma yields

‖ξ̂ (t)‖2 +
∫ t

0
‖ξ̂ (s)‖2

1 ds � C

[
‖ξ̂ (0)‖2 +

∫ t

0
(‖ρ̂t (s)‖2 + ‖ρ̂(s)‖2) ds

]
.

Since σh(0) = σ̂h(0), we have ξ̂ (0) = 0. The desired results follow from (2.30), (2.31)
and (2.36). �

From the proof of Theorem 2.3, it is clear that we can choose σh(0) as the L2 projection
of σ(0) onto Wh instead of the elliptic projection σ̂h(0).

THEOREM 2.4 Assume that σh(0) = σ̂h(0). Then, for 1 < p � ∞,

‖(σ − σh)(t)‖L p � Chr+1[‖σ‖L∞(Wr+1,p) + ‖σt‖L2(Hr+1)],
and

‖(u − uh)(t)‖L p � Chmin(k+1,r+1)[‖u‖L∞(W k+1,p) + ‖σ‖L∞(Hr+1) + ‖σt‖L2(Hr+1)].
Moreover,

‖(σ − σh)(t)‖1 � Chr [‖σ‖L∞(Hr+1) + ‖σt‖L2(Hr )].
Proof. Since we have a superconvergence result for ‖ζ̂x‖ from (2.36), it is sufficient to
derive a superconvergence estimate for ξ̂ in the H1-norm. Note that using the Sobolev
embedding theorem, we obtain

‖ζ̂‖L p � C‖ζ̂x‖, ζ̂ ∈ H1
0 ,

and
‖ξ̂‖L p � C‖ξ̂‖1, ξ̂ ∈ H1.

Then the estimates (2.32), (2.33) complete the proof.
To derive an H1-estimate of ξ̂ , we set wh = ξ̂t in (2.35) and rewrite the resulting

equation as

‖α 1
2 ξ̂t‖2 + 1

2

d

dt
A(ξ̂ , ξ̂ ) = −(αρ̂t , ξ̂t ) + λ(ρ̂ + ξ̂ , ξ̂t )

− d

dt

[ ∫ t

0
(β(t, s)ξ̂x (s) + βx (t, s)ξ̂ (s), ξ̂x ) ds

]
+ (β(t, t)ξ̂x (t) + βx (t, t)ξ̂ (t), ξ̂x )

+
∫ t

0
(βt (t, s)ξ̂x (s) + βxt (t, s)ξ̂ (s), ξ̂x ) ds.
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We now integrate with respect to t and use the boundedness of α. Since ξ̂h(0) = 0, we find
that

‖ξ̂ (t)||21 � C

[ ∫ t

0
(‖ρ̂(s)‖2 + ‖ρ̂t (s)‖2 + ‖ξ̂ (s)‖2

1) ds

]
.

An application of the Gronwall lemma with (2.30) yields the superconvergence result

‖ξ̂ (t)‖2
1 � Ch2(r+1)

∫ t

0
[‖σ(s)‖2

r+1 + ‖σt (s)‖2
r+1] ds.

�
REMARK 2.2 Note that (2.27) can be solved independently of (2.26). From Theorems 2.3
and 2.4, it follows that, since σ = aux ,

‖(σ − σh)(t)‖ j � Chr+1− j [‖u‖L∞(Hr+2) + ‖ut‖L2(Hr+2− j )], j = 0, 1,

and
‖(σ − σh)(t)‖L∞ � Chr+1[‖u‖L∞(Wr+2,∞) + ‖ut‖L2(Hr+2)].

Thus, the degree k of Vh does not influence the L2, H1 and L∞ norm estimates of σ − σh .

3. Fully discrete scheme

For the temporal discretization, we discuss the backward Euler method, which is first-
order accurate in time; second-order schemes such as the Crank–Nicolson and two-
step backward difference methods can be considered in a similar fashion (Pani et al.,
1992). Moreover, we examine the fully discrete scheme only for (2.1), (2.2); the analysis
for (2.24), (2.25) follows in a similar fashion.

For the backward Euler method, let tn = n∆t , with ∆t = T/M , for some positive
integer M . Further, let φn = φ(tn) and ∂̄tφ

n = (φn − φn−1)/∆t , for some continuous
function φ ∈ C0[0, T ]. For approximating the integrals, we use the composite left rectangle
rule,

Qn(φ) := ∆t
n−1∑
j=0

φ j ≈
∫ tn

0
φ(s) ds.

Note that for φ ∈ C1[0, T ], the quadrature error satisfies∣∣∣∣Qn(φ) −
∫ tn

0
φ(s) ds

∣∣∣∣ � C∆t
∫ tn

0
|φt (s)| ds. (3.1)

Then, the fully discrete backward Euler approximation for (2.1), (2.2) is a sequence
{U n, Zn}M

n=0 such that

(aU n
x , vhx ) + ∆t

n−1∑
j=0

(bnjU
j

x , vhx ) = (Zn, vhx ), vh ∈ Vh, (3.2)

(α∂̄t Zn, wh) + (Zn
x , whx ) = (βnnU n

x , wh) + ∆t
n−1∑
j=0

(βt,njU
j

x , wh)

− ( f n, whx ), wh ∈ Wh . (3.3)
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Here, bnj = b(tn, t j ), βnn = β(tn, tn) and βt,nj = βt (tn, t j ).
For the error analysis, we write

u(tn) − U n = (u(tn) − ũh(tn)) + (ũh(tn) − U n) := ηn + ζ n,

and
q(tn) − Zn = (q(tn) − q̃h(tn)) + (q̃h(tn) − Zn) := ρn + ξn .

Using (2.1), (2.2), (3.2), (3.3), (2.5) and (2.6) at t = tn , we obtain

(aζ n
x , vhx ) + ∆t

n−1∑
j=0

(bnjζ
j

x , vhx ) = (ρn + ξn, vhx ) + εn
1 (vh), vh ∈ Vh, (3.4)

(α∂̄tξ
n, wh) + A(ξn, wh) = −(α∂̄tρ

n + ατ n, wh) + λ(ρn + ξn, wh)

+ (βnnζ n
x − βx,nnηn, wh) − I n(whx ) + εn

2 (wh)

+ ∆t
n−1∑
j=0

(βt,njζ
j

x − βt x,njη
j , wh), wh ∈ Wh,

(3.5)

where

τ n = ut (tn) − ∂̄t u(tn),

εn
1 (vh) = ∆t

n−1∑
j=0

(bnj ũhx (t j ), vhx ) −
∫ tn

0
(b(tn, s)ũhx (s), vhx ) ds,

εn
2 (wh) = ∆t

n−1∑
j=0

(βt,nj ux (t j ), wh) −
∫ tn

0
(βt (tn, s)ux (s), wh) ds,

and

I n(whx ) = (βnnηn, whx ) + ∆t
n−1∑
j=0

(βt,njη
j , whx ).

Note that, for the terms containing ηx in the right-hand side of (3.5), we have used
integration by parts with respect to x .

We now prove the following theorem.

THEOREM 3.1 Assume that qh(0) = q̃h(0). Then, for 0 � J � M ,

‖q J − Z J ‖ � C[hmin(r+1,k+1)(‖u‖L∞(Hk+1) + ‖q‖L∞(Hr+1) + ‖qt‖L2(Hr+1))

+ ∆t (‖u‖L2(H1) + ‖ut‖L2(H1) + ‖qtt‖L2(L2))], (3.6)

and

‖u J − U J ‖ j � C[hmin(k+1− j,r+1)(‖u‖L∞(Hk+1) + ‖q‖L∞(Hr+1) + ‖qt‖L2(Hr+1))

+ ∆t (‖u‖L2(H1) + ‖ut‖L2(H1) + ‖qtt‖L2(L2))], j = 0, 1. (3.7)
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Proof. With vh = ζ n in (3.4), we obtain

‖ζ n
x ‖ � C

[
‖ρn‖ + ‖ξn‖ + ‖εn

1 ‖ + ∆t
n−1∑
j=0

‖ζ j
x ‖

]
.

Use of the discrete Gronwall lemma and the estimate of the quadrature error for the second
last term in the right-hand side yields

‖ζ n
x ‖ � C

[
‖ρn‖ + ‖ξn‖ + ∆t

∫ tn

0
(‖ũhx (s)‖ + ‖ũh,xt (s)‖) ds

]
. (3.8)

With wh = ξn in (3.5), then using

(α∂̄tξ
n, ξn) � 1

2 ∂̄t‖α
1
2 ξn‖2,

and Young’s inequality, we obtain

∂̄t‖α 1
2 ξn‖2 + (2ℵ0 − ε)‖ξn‖2

1 � C[‖∂̄tρ
n‖2 + ‖τ n‖2 + ‖ρn‖2 + ‖ζ n

x ‖2

+ ‖ηn‖2 + ‖εn
2 ‖2 + ‖I n‖2] + λ‖ξn‖2 + C∆t

n−1∑
j=0

(‖ζ j
x ‖2 + ‖η j‖2),

where

‖∂̄tρ
n‖2 � Ch2(r+1) 1

∆t

∫ tn

tn−1

‖qt (s)‖2
r+1 ds,

‖τ n‖2 � C∆t
∫ tn

tn−1

‖qtt (s)‖2 ds,

‖εn
2 ‖2 � C(∆t)2

∫ tn

0
[‖ux (s)‖2 + ‖uxt (s)‖2] ds,

and

‖I n‖2 � C

[
‖ηn‖2 + ∆t

n−1∑
j=0

‖η j‖2

]
.

Summing from n = 1 to J, 1 � J � M , we obtain using (3.8)

(ℵ0 − λ∆t)‖ξ J ‖2 + ∆t
J∑

n=1

‖ξn‖2
1 � C

[
‖ξ0‖2 + ∆t

J−1∑
n=0

‖ξn‖2

+ h2 min(r+1,k+1)(‖u‖2
L∞(Hk+1)

+ ‖q‖2
L∞(Hr+1)

+ ‖qt‖2
L2(Hr+1)

)

+(∆t)2(‖u‖2
L2(H1)

+ ‖ut‖2
L2(H1)

+ ‖qtt‖2
L2(L2)

)

]
. (3.9)

Choose ∆t so that (ℵ0 −λ∆t) > 0 and apply the discrete Gronwall lemma. Since qh(0) =
q̃h(0), we have ξ0 = 0 and use of the triangle inequality completes the proof of (3.6).
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To prove (3.7), we substitute (3.9) in (3.8) with n = J to obtain the superconvergence
estimate for ζ J

x ,

‖ζ J
x ‖ � C[hmin(r+1,k+1)(‖u‖L∞(Hk+1) + ‖q‖L∞(Hr+1) + ‖qt‖L2(Hr+1))

+ ∆t (‖u‖L2(H1) + ‖ut‖L2(H1) + ‖qtt‖L2(L2))].
Using the Poincaré inequality, (2.8)–(2.10) at t = tJ , and the triangle inequality, we
complete the proof. �

REMARK 3.1

(i) Note that we can choose the L2 projection or the interpolant of q(0) as the initial
approximation qh(0) instead of the elliptic projection q̃h(0). As a result, we may
have an additional term ‖q(0)‖r+1 in the estimates of Theorem 3.1.

(ii) With wh = ∂̄tξ
n in (3.6), it is a routine calculation to show that

‖q J − Z J ‖1 = O(hmin(k+1,r) + ∆t),

and, for 1 < p � ∞,

‖u J − U J ‖L p + ‖q J − Z J ‖L p = O(hmin(k+1,r+1) + ∆t).

4. Extension to problems in two and three space variables

In this section, we briefly describe the extension of the results for the one space variable
case to (1.1) in two and three space variables. The specific problem that we consider is

ut − ∇ · (A∇u) −
∫ t

0
∇ · (B(t, s)∇u(s)) ds = f (x, t), x ∈ Ω , t ∈ (0, T ],

u(x, t) = 0, x ∈ ∂Ω , t ∈ [0, T ], (4.1)

u(x, 0) = u0(x), x ∈ Ω ,

where Ω is a bounded domain in Rd (d = 2, 3) with boundary ∂Ω . Here, A = A(x) and
B(t, s) = B(x; t, s) are d × d matrices with smooth and bounded entries, and the matrix
A is positive definite.

As in the one space variable case, we consider two formulations. Setting

A(x)∇u +
∫ t

0
B(t, s)∇u(s) ds = q, (4.2)

we obtain

ut − ∇ · q = f . (4.3)

Similarly, with

A(x)∇u = σ, (4.4)
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we rewrite (4.1) as

ut − ∇ · σ −
∫ t

0
∇ · (β(t, s)σ(s)) ds = f, (4.5)

where β(t, s) = A−1 B(t, s).
Let L2(Ω) = (L2(Ω))d with inner product and norm

(σ, w) =
d∑

i=1

(σi , wi ) and ‖w‖ =
(

d∑
i=1

‖wi‖2

)1/2

.

Further, let Hm = (Hm(Ω))d with the usual inner product and norm. Let

H(div;Ω) = {w ∈ L2(Ω) : ∇ · w ∈ L2(Ω)}
with norm

‖w‖H(div;Ω) = (‖w‖2 + ‖∇ · w‖2)1/2.

We now discuss the analysis of the H1-Galerkin mixed finite element method only for
problem (4.2), (4.3) and comment on related results for (4.4), (4.5). As in Section 2, the
weak form of (4.2), (4.3) is: find {u, q} : [0, T ] �→ H1

0 × H(div;Ω) such that

(A∇u, ∇v) +
∫ t

0
(B(t, s)∇u(s), ∇v) ds = (q, ∇v), v ∈ H1

0 , (4.6)

(αqt , w) + (∇ · q, ∇ · w) = (β(t, t)∇u, w)

+
∫ t

0
(βt (t, s)∇u(s), w) ds − ( f, ∇ · w), w ∈ H(div;Ω), (4.7)

where α = A−1 and β(t, s) = A−1 B(t, s).
Let Vh and Wh be finite-dimensional subspaces of H1

0 and H(div;Ω), respectively,
with the following approximation properties (Pani, 1998; Pehlivanov et al., 1994): for non-
negative integers k and r ,

inf
vh∈Vh

{‖v − vh‖ + h‖v − vh‖1} � Chk+1‖v‖k+1, v ∈ H1
0 ∩ Hk+1,

and

inf
wh∈Wh

{‖w − wh‖ + h‖w − wh‖H(div;Ω)} � Chr+1‖w‖r+1, w ∈ Hr+1.

The semidiscrete approximation to (4.6), (4.7) is to determine {uh, qh} : [0, T ] �→
Vh × Wh such that

(A∇uh, ∇vh) +
∫ t

0
(B(t, s)∇uh(s), ∇vh) ds = (qh, ∇vh), vh ∈ Vh, (4.8)

(αqht , wh) + (∇ · qh, ∇ · wh) = (β(t, t)∇uh, wh)

+
∫ t

0
(βt (t, s)∇uh(s), wh) ds − ( f, ∇ · wh), wh ∈ Wh, (4.9)
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with uh(0) and qh(0) specified later.
Note that the semidiscrete H1-Galerkin mixed finite element method for the

system (4.4), (4.5) consists in determining {uh, σh} : [0, T ] �→ Vh × Wh such that

(A∇uh, ∇vh) = (σh, ∇vh), vh ∈ Vh, (4.10)

(ασht , wh) + (∇ · σh, ∇ · wh) +
∫ t

0
(∇ · (β(t, s)σh(s)), ∇ · wh) ds

= −( f, ∇ · wh), wh ∈ Wh, (4.11)

with appropriately defined uh(0) and σh(0).
To determine the desired error estimates for the semidiscrete Galerkin approximation

{uh, qh} of (4.6), (4.7), we define Ritz–Volterra projection ũh ∈ Vh by

(A∇(u − ũh), ∇vh) +
∫ t

0
(B(t, s)∇(u − ũh)(s), ∇vh) ds = 0, vh ∈ Vh, (4.12)

(Cannon & Lin, 1988, 1990; Lin et al., 1991; Pani et al., 1992), and the standard finite
element interpolant q̃h ∈ Wh of q. Let η = u − ũh and ρ = q− q̃h . Then, for non-negative
integers k and r , the following estimates hold:

‖η‖ + h‖η‖1 � Chk+1
[
‖u‖k+1 +

∫ t

0
‖u(s)‖k+1 ds

]
, (4.13)

and

‖ρ‖ + ‖ρt‖ + h‖ρ‖H(div;Ω) � Chk+1(‖q‖r+1 + ‖qt‖r+1). (4.14)

We now write
u − uh = (u − ũh) + (ũh − uh) := η + ζ,

and
q − qh = (q − q̃h) + (q̃h − qh) := ρ + ξ.

From (4.6)–(4.9) and (4.12), we obtain

(A∇ζ, ∇vh) +
∫ t

0
(B(t, s)∇ζ(s), ∇vh) ds = (ρ + ξ, ∇vh), vh ∈ Vh, (4.15)

and

(αξt , wh) + (∇ · ξ, ∇ · wh) + (ξ, wh) = −(αρt , wh) − (∇ · ρ, ∇ · wh) + (ξ, wh)

+ (β(t, t)(∇ζ + ∇η), wh) +
∫ t

0
(βt (t, s)(∇ζ + ∇η)(s), wh) ds, wh ∈ Wh . (4.16)

For the terms involving ∇η in (4.16), we use Green’s theorem and rewrite (4.16) as

(αξt , wh) + (∇ · ξ, ∇ · wh) + (ξ, wh) = −(αρt , wh) − (∇ · ρ, ∇ · wh)

+ (ξ, wh) + (β(t, t)∇ζ, wh) +
∫ t

0
(βt (t, s)∇ζ(s), wh) ds

− (η, ∇ · (β(t, t)wh)) −
∫ t

0
(η, ∇ · (βt (t, s)wh)) ds, wh ∈ Wh . (4.17)
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Since A is positive definite, we have

λmin‖w‖2 � (Aw, w) � λmax‖w‖2, and λ−1
max‖w‖2 � (A−1w, w) � λ−1

min‖w‖2, (4.18)

where λmin and λmax are the minimum and maximum eigenvalues of A, respectively. Since
the proof of the following theorem follows essentially the same lines as the proofs of
Theorems 2.1 and 2.2, we only present a brief sketch of it.

THEOREM 4.1 With q0 = A∇u0, assume that qh(0) is the standard finite element
interpolant of q0, that is, qh(0) = q̃h(0). Then

‖(u − uh)(t)‖ + ‖(q − qh)(t)‖ � Chmin(k+1,r)[‖q0‖r + ‖u‖L∞(Hk+1)

+ ‖q‖L2(Hr+1) + ‖qt‖L2(Hr )],
‖(u − uh)(t)‖1 � Chmin(k,r)[‖q0‖r + ‖u‖L∞(Hk+1) + ‖q‖L2(Hr+1) + ‖qt‖L2(Hr )],

and

‖(q−qh)(t)‖H(div;Ω) � Chmin(k+1,r)[‖q0‖r+1+‖u0‖k+1+‖ut‖L2(Hk+1)+‖qt‖L2(Hr+1)].
Proof. Since estimates of η and ρ are known from (4.13), (4.14), it is sufficient to estimate
ζ and ξ. Choose vh = ζ in (4.15) and use (4.18) with the boundedness of B to obtain

‖∇ζ‖ � C

[
‖ρ‖ + ‖ξ‖ +

∫ t

0
‖∇ζ(s)‖ ds

]
.

An application of the Gronwall lemma yields

‖∇ζ‖ � C

[
‖ρ‖ + ‖ξ‖ +

∫ t

0
(‖ρ(s)‖ + ‖ξ(s)‖) ds

]
. (4.19)

Setting wh = ξ in (4.17), we use the Cauchy–Schwarz inequality and Young’s inequality
with (4.18) to obtain

‖ξ(t)‖2 +
∫ t

0
‖ξ(s)‖2

H(div;Ω)
ds � C

[
‖ξ(0)‖2 +

∫ t

0
(‖ρt‖2 + ‖∇ · ρ‖2

+ ‖∇ζ‖2 + ‖η‖2 + ‖ξ‖2) ds

]
+ C

∫ t

0

∫ s

0
(‖η‖2 + ‖ξ‖2

H(div;Ω)
) dτ ds.

On substituting (4.19), an application of the Gronwall lemma then yields

‖ξ(t)‖2 +
∫ t

0
‖ξ‖2

H(div;Ω)
ds

� Ch2 min(k+1,r)

[
‖q(0)‖2

r +
∫ t

0
(‖u‖2

k+1 + ‖q‖2
r+1 + ‖qt‖2

r ) ds

]
. (4.20)

Now substitute (4.20) and (4.14) in (4.19) to derive an estimate of ζ in H1-norm.
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In order to estimate ‖ξ(t)‖H(div;Ω), we choose wh = ζt in (4.17) and repeat the
arguments given in the proof of Theorem 2.2, the only exception being that the term
−(∇ · ρ, ∇ · ξt ) is replaced by

− d

dt
(∇ · ρ, ∇ · ξ) + (∇ · ρt , ∇ · ξ).

Thus we easily obtain the estimate∫ t

0
‖ξt (s)‖2 ds + ‖ξ(t)‖2

H(div;Ω)
� C

[
‖ξ(0)‖2 + ‖ρ‖2

H(div;Ω)
+ ‖∇ζ‖2 + ‖η‖2

+
∫ t

0
(‖ρt‖2

H(div;Ω)
+ ‖η‖2 + ‖∇ζ‖2 + ‖ξ‖2

H(div;Ω)
) ds

]
.

The use of (4.13), (4.14) and (4.20) along with the triangle inequality completes the proof.
�

REMARK 4.1

(i) Now we compare the order of convergence of the mixed finite element method
described in Ewing et al. (2001); Jiang (1999) and that of the H1-Galerkin mixed
method discussed in Theorem 4.1. Assume that {Vh, Wh} is a pair of Raviart–
Thomas spaces of index r − 1, that is, the components of Wh contain incomplete
polynomials of degree r = k + 1 on each finite element. From Theorem 4.1 of Jiang
(1999) (see also Ewing et al., 2001), we obtain

‖(u − uh)(t)‖ + ‖(q − qh)(t)‖
� Chr [‖u0‖r + ‖q0‖r + ‖q‖L2(Hr ) + ‖ut‖L2(Hr ) + ‖qt‖L2(Hr )].

With k + 1 = r in Theorem 4.1, we observe that the rate of convergence of both
methods is the same, but, for the H1-Galerkin mixed finite element method, the LBB
consistency condition has been avoided.

(ii) For the second formulation (4.4), (4.5) and (4.10), (4.11), we use an elliptic
projection instead of the Ritz–Volterra projection as a comparison function, and
then appropriately modify Theorem 4.1 to obtain similar a priori error estimates
for σ − σh and u − uh . Since the arguments are quite routine, we omit the details.

(iii) The error estimates derived in Theorem 4.1 for ‖(u − uh)(t)‖1 and ‖(q −
qh)(t)‖H(div;Ω) with k + 1 = r are optimal with respect to the stated norms.

However, the error estimate for ‖(q−qh)(t)‖ is not optimal in the L2(Ω)-norm. This
is in contrast to the optimal L2-error estimates obtained in the one space variable
case.

In order to derive optimal error estimate for q − qh in the L2(Ω)-norm, a modification
is proposed for purely parabolic problems in Pani (1998). Because of the presence of
a nonlocal term in (1.1), there are certain difficulties in extending the modification to
the present problem. However, if we choose the finite-dimensional space Wh as one of
the Raviart–Thomas spaces RTr with index r (that is, the components of Wh consist of
incomplete polynomials of degree r +1 on each finite element) or Brezzi–Douglas–Marini
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spaces of index r , that is, B DMr (see Brezzi & Fortin (1991) and Raviart & Thomas
(1977)), it is possible to improve the L2(Ω)-estimates of q − qh . Now, instead of using
the finite element interpolant as an auxiliary function, set q̃h = Πhq, where the Raviart–
Thomas projection Πhq : H(div;Ω) �→ Wh is defined by

(∇ · (q − Πhq), ∇ · wh) = 0, wh ∈ Wh .

With ρ = q − Πhq, the following error estimates hold (Brezzi & Fortin, 1991; Raviart &
Thomas, 1977):

‖ρ‖ � Chr+1‖q‖r+1,

and

‖∇ · ρ‖ � Chr+1‖∇ · q‖r+1 � Chr+1‖q‖r+2.

Since Πh commutes with the time derivative, we obtain

‖ρt‖ � Chr+1‖qt‖r+1.

Now write

q − qh = (q − Πhq) + (Πhq − qh) := ρ + ξ.

The term −(∇ ·ρ, ∇ ·wh) in (4.17) now vanishes and hence the equation in ξ can be written
as

(αξt , wh) + (∇ · ξ, ∇ · wh) + (ξ, wh) = −(αρt , wh)(ξ, wh)

+ (β(t, t)∇ζ, wh) +
∫ t

0
(βt (t, s)∇ζ(s), wh) ds − (η, ∇ · (β(t, t)wh))

−
∫ t

0
(η, ∇ · (βt (t, s)wh)) ds, wh ∈ Wh .

Proceeding exactly as in the proof of Theorem 4.1, we finally obtain

‖(u − uh)(t)‖ + ‖(q − qh)(t)‖
� Chmin(k+1,r+1)[‖q0‖r+1 + ‖u0‖k+1 + ‖ut‖L2(Hk+1) + ‖qt‖L2(Hr+1)].

Moreover,

‖(q − qh)(t)‖H(div;Ω) � Chmin(k+1,r+1)

× [‖q0‖r+1 + ‖u0‖k+1 + ‖q‖L2(Hr+2)‖ut‖L2(Hk+1) + ‖qt‖L2(Hr+1)].

Note that the L2-estimate of q − qh is optimal in the stated norm if k = r and this is
achieved provided we use Wh as the Raviart–Thomas spaces of index r or the BDM spaces
of index r . However, it is possible to use other classical mixed finite element spaces (Brezzi
& Fortin, 1991) for approximating q that preserve the L2-optimality of the error q − qh .
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